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trol unit for a segment controller and a method for secure
protocol execution in a network are provided, wherein proto-
col information is provided to a segment controller (60) for
controlling a node (10) and a protocol is performed based on
the protocol information to control the node (10), at least one
response message of the node (10) being required at the
segment controller (60) for performing one or more steps of
the protocol.
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1
SECURE PROTOCOL EXECUTION IN A
NETWORK

CROSS-REFERENCE TO PRIOR APPLICATIONS

This application is the U.S. National Phase application
under 35 U.S.C. §371 of International Application No. PCT/
1B2012/052763 filed on Jun. 1, 2012, which claims the ben-
efit of European Patent Application No 11169391.7, filed on
Jun. 10, 2011. These applications are hereby incorporated by
reference herein.

FIELD OF THE INVENTION

The invention relates to a system, a control unit for a
segment controller and a method for secure protocol execu-
tion in a network.

BACKGROUND OF THE INVENTION

Recently, wireless mesh networks attract more and more
attention, e.g. for remote control of illumination systems,
building automation, monitoring applications, sensor sys-
tems and medical applications. In particular, a remote man-
agement of outdoor luminaires, so-called telemanagement,
becomes increasingly important. On the one hand, this is
driven by environmental concerns, since telemanagement
systems enable the use of different dimming patterns, for
instance as a function of time, weather conditions or season,
allowing a more energy-efficient use of the outdoor lighting
system. On the other hand, this is also driven by economical
reasons, since the increased energy efficiency also reduces
operational costs. Moreover, the system can remotely moni-
tor power usage and detect lamp failures, which allows for
determining the best time for repairing luminaires or replac-
ing lamps.

Current radio-frequency (RF) based wireless solutions
preferably use a mesh network topology, e.g. as shown in
FIG. 1. The wireless network comprises a central controller or
segment controller 60 and a plurality of nodes 10 (N) being
connected among each other by wireless communication
paths 40 in a mesh topology. Thus, the nodes 10 and the
central controller 60 may comprise a transceiver for transmit-
ting or receiving data packets via wireless communication
paths 40, e.g. via RF transmission. In the backend, a service
center 80 is situated and serves for system management. This
entity normally communicates with one or more central con-
trollers 60 of a corresponding network as a commissioning
tool in charge of controlling or configuring this network over
a third party communication channel 70, such as the Internet
or mobile communication networks or other wired or wireless
data transmission systems. In case of a lighting system or any
other large wireless network, a network can also be divided
into segments, so that a node 10 belongs to exactly one seg-
ment having one segment controller 60. Therefore, the terms
“segment controller” and “central controller” should be seen
as exchangeable throughout this description.

In general, any node 10 of the mesh network can commu-
nicate with the service center 80 via the segment controller
60. However, in some situations, high security standards have
to be fulfilled in order to provide basic security services. An
example is protection against a man-in-the-middle attack, i.e.
preventing sensitive information being provided to non-au-
thorized nodes 10 or preventing manipulation of the informa-
tion provided to the nodes 10. For instance, outdoor lighting
control involves the remote management of lighting nodes
requiring a communication link between the service center 80
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and the nodes 10 themselves through a controlling device
such as a segment controller 60. In contrast to the service
center 80 and the nodes 10, the segment controller 60, which
is in the middle, is often not fully trusted since it may be
managed and manipulated by third parties such as installers
or customers. Thus, a segment controller 60 may act as a
man-in-the-middle and manipulate some messages. This
makes the execution of security protocols challenging. For
instance, keying material cannot be provided to the segment
controller 60, since it may be misused. Therefore, it is
required to find means that allow to upgrade and/or activate
software functionalities of the network nodes 10 or the like
without being afraid of an intruder being able to put malware
on the nodes 10. For this, it is important to ensure that a
protocol for performing such actions is correctly performed
by the segment controller 60.

Traditional end-to-end security protocols that allow for an
end-to-end authentication between two trusted entities
require the interactive exchange of messages between the
service center 80 and the nodes 10, e.g., based on a challenge-
response authentication handshake. Although such a proce-
dure provides high security, it poses severe requirements
regarding the usage of the GPRS link 70 as shown in FIG. 1
and regarding the service center 80 in the backend, since it
involves continuous connections, more bandwidth and more
operations at the service center 80. Thus, an end-to-end secu-
rity handshake from the service center 80 to the nodes 10
ensuring, e.g., mutual authentication, is expensive and
involves a lot of data traffic, continuous connection with the
backend, more bandwidth and more operations at the back-
end.

Hence, it is desired to find means for communicating with
network nodes 10 from the backend via an intermediate con-
trolling device, providing a reasonable trade-off between
security and operational needs suitable for the respective
application.

SUMMARY OF THE INVENTION

In view of above disadvantages and problems in the prior
art, it is an object of the present invention to provide a system,
a control unit for a segment controller and a method for secure
protocol execution in a wireless network, allowing for the
secure configuration of network nodes from a backend, while
minimizing connectivity requirements and workload at the
backend and reducing the communication overhead.

The invention is based on the idea to force a controlling
device, which serves as an intermediate entity between net-
work nodes and a service center, to carry out a particular
protocol with at least one of the nodes by providing the
controlling device with corresponding protocol information,
wherein the controlling device requires a predetermined
response message from the respective node(s) in order to
carry out a next step of the protocol. It is to be understood that
the service center as well as the controlling device or segment
controller may also be represented by a certain network node,
respectively. The predetermined response message may
relate to a correct response(s) from the respective node(s),
which can only be given by the node in case that the protocol
is performed correctly. Thus, the protocol may be performed
by the intermediate controlling device without causing exten-
sive data traffic as it would be involved, e.g., in a common
security handshake, thereby reducing the communication
overhead. Moreover, by making the protocol execution
dependent on a valid answer of the node to be controlled,
manipulation of information provided to the node or misuse
of the information by the controlling device may be pre-
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vented. Therefore, features of an end-to-end handshake
between the nodes and the backend can be realized with
respect to security. In one example, the protocol may relate to
at least one of configuring the network nodes, updating node
software, activating node features and commissioning of the
nodes. Then, e.g., software update information may be pro-
vided to the nodes via the controlling device, while prevent-
ing manipulation of this information and preventing the infor-
mation being provided to other nodes than the target nodes.
Since the controlling device may only be able to proceed with
the protocol having valid response messages from the right
target node(s), correct protocol-based operation of the con-
trolling device can be enforced.

According to one aspect of the present invention, a system
for ensuring correct protocol execution in a network, such as
a wireless mesh network, having one or more nodes is pro-
vided. The system comprises a service center and a segment
controller, wherein the service center provides protocol infor-
mation to the segment controller for carrying out a protocol
with at least one particular node of the network nodes. In
order to be able to use the protocol information, the segment
controller may need information provided by this node in a
response message. The response message may be sent by the
node, after having received a message from the segment con-
troller, e.g. announcing a particular information or execution
of'a particular protocol. Preferably, the node provides a valid
response message to the segment controller only after suc-
cessful verification of a previous message or information
received from the segment controller. Therefore, the segment
controller may be forced to provide the right protocol infor-
mation to the right node in order to receive a valid response
message for performing a further, following or subsequent
step of the protocol. By these means, correct operation of the
segment controller may be supervised by the node to be
controlled, i.e. the target node, thus preventing misuse of the
protocol information. Likewise, this prevents malware to be
successfully installed on the node. Hence, it may be guaran-
teed without control by the service center that only informa-
tion authorized by the service center is distributed to network
nodes and that only parties authorized by the service center
have access to the distributed information. Since no continu-
ous communication with the service center may be required
in this process, the service center may be partially offline.

In one embodiment, the response message of the node
includes information about an identity of the node and/or
about an identifier of the message received from the segment
controller, to which the node is responding with the response
message. The identifier of the message may be a string or
value derived from the received message, e.g. a fingerprint of
the message from the segment controller. Here, a fingerprint
refers to uniquely identifying data by extracting from it a
small key. Thus, the identifier of the message may relate to a
function of a content of the message sent from the segment
controller. The node identity may relate to an individual key
of the node. In this case, it may also be ensured that the
segment controller performs the protocol with the correct
target node. However, the node identity may also relate to a
symmetric key common to all nodes of the network, e.g. a
commissioning key. This key or the node identity is prefer-
ably not known to the segment controller. Thus, the node may
generate a check value or string depending on the content of
the received message and/or based on its identity. By these
means, the response message indicates the identity of the
receiving node as well as the content of the received message,
so that a correct protocol execution can be easily verified.

Preferably, the response message from the node (or parts
thereof) is required in order to decrypt at least a part of the
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protocol information provided by the service center to the
segment controller. Thus, the segment controller may gener-
ate a key for decryption based on the response message from
the node. For instance, the segment controller may be pro-
vided by the service center with an at least partially encrypted
configuration message for configuring at least one of the
network nodes. In order to proceed with the configuration of
the node, the segment controller may require the response
message for decryption. The response message may include a
security key of the node, e.g. node identity or commissioning
key, a message fingerprint or the like in an inseparable or
coded way, so that the segment controller or eavesdropping
entities cannot derive the original security keys. Therefore,
the segment controller can be enforced to carry out a specific
protocol with specific nodes by providing the segment con-
troller with correspondingly encrypted protocol information.
Thus, the segment controller can neither misuse the nodes nor
transmit the protocol information to non-authorized nodes,
since the segment controller can only decrypt and use the
protocol information, when following the protocol. If it does
not follow the protocol correctly, it cannot decrypt the infor-
mation and thus cannot misuse the information. After the
segment controller has decrypted at least a part of the protocol
information using the response message, the segment con-
troller may forward some or all of the decrypted protocol
information to the node or nodes in the network.

Preferably, the protocol information is encoded based on
different keys. In this embodiment, the node(s) in a network
may return (a) response messages corresponding to the last
received message from the segment controller. These/this
response messages (or party of them/it) may be used in turn
by the segment controller to generate the nextkey for decrypt-
ing the next part of protocol information. For instance, infor-
mation for a subsequent protocol step may be encoded with an
expected valid response message of the node to a message
from the segment controller relating to a previous protocol
step. Thus, the protocol information may be iteratively
decrypted. By these means, the correct operation of the seg-
ment controller is observed and ensured step by step.

In a preferred embodiment, the segment controller is pro-
vided with the protocol information for all steps of the pro-
tocol. In this case, the protocol information may be encoded
based on different keys. This allows executing the protocol by
involving mainly interactions between the segment controller
and the nodes, since the security is already guaranteed by the
requirement of the correct response message. Hence, the con-
nectivity with the backend required for performing the pro-
tocol as well as the number of operations at the backend can
be decreased.

Additionally, the segment controller may send a request for
protocol information related to a subsequent protocol step to
the service center, wherein the request message is based on
the response message received from the at least one node.
Thus, the service center may verify using the information
about the response message of the node included in the
request message that the segment controller has performed
the previous protocol step with the correct node and/or in a
correct way. Then, the service center may provide the seg-
ment controller with further protocol information required for
performing a next protocol step. In case that more than one
node is controlled with the protocol, the segment controller
may aggregate information about all response messages (or a
subset of them) from the respective nodes in the request
message to the service center. Here, the service center may in
addition check, whether all of the nodes to be controlled have
been successfully addressed in the previous protocol step.
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Preferably, the service center and a node of the network
share at least one of a common security key, a commissioning
key, a cryptographic function such as hash function, an itera-
tion number of a hash function and a current hash value. The
service center may know a security key individual for each
network node or a security key common to all network nodes
or for one or more groups of network nodes. Alternatively or
additionally, the service center may keep a hash chain or hash
function for each network or network segment and a start
value a, thereof. Then, a node may be initialized with the
anchor of the respective hash chain or function. The hash
function may be replaced by another one-way function or
chain, wherein an iterative application of the function gives
chain links or elements derived from a starting string or start-
ing value, e.g. a,=HASH(a,_,). Preferably, the protocol and/or
the response message is at least partially based on a hash
function such as a hash algorithm SHA-2. By these means, a
node, which is initialized with the anchor of the hash chain
and which keeps track of the current hash chain element can
verify a received message by checking, whether the hash
element a, ; included in the received message satisfies the
condition: a,=HASH(a,_,). Hence, using hash chains or other
one-way function allows authentication without public-key
cryptography.

In some embodiments, the protocol may include providing
information to one ore more nodes of the network. Then, the
information is preferably protected based on a secret key
derived from a master secret and an information identity
number. The information may be transmitted from the service
center via the segment controller to the node. Thus, in orderto
secure the information, the secret key may be based on a
master secret, i.e. a string or value only known to the node and
the service center, but not to the segment controller. For
instance, a master secret may relate to a security key of the
node or a commissioning key of the node. Moreover, the
secret key may additionally include an information identity
number, e.g. a random number, a nonce or a salt set by the
service center. Thus, in the example that the information
relates to a software update, the information identity number
may correspond to a software update number or software
number. By these means, sensitive information can be pro-
tected and features of an end-to-end security handshake
between the service center and the node can be mimicked.

In one embodiment, the service center may provide a ran-
dom number, a salt or a nonce specific for the protocol to the
node. This may be required at the node as an input in a
one-way function such as a hash function. Preferably, the salt
or nonce is at least 16 bytes long. The random number, salt or
nonce may relate to the information identity number
described above.

At least one of these protocol steps may include providing
configuration information to a node or reconfiguration a node
or rebooting a node or any combination thereof. Preferably, a
reboot step may be additionally protected by means of an
authentication token, e.g., a new hash chain link. Thus, a
current or valid hash chain link has to be provided to the node
in order to admit permit rebooting. The service center may
therefore provide the segment controller with the current hash
chain link, which may be the same for several nodes, so that
rebooting in a synchronized manner is possible. This may
enable a more secure and stable network operation, in par-
ticular, when providing a software update to a plurality of
nodes.

When completing the protocol, the segment controller may
send a confirmation message to the service center. The con-
firmation message may be based on at least one response
message received at the segment controller from the respec-
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tive nodes. Thus, the confirmation message may include
information about the identity of the respective node(s) and/
or about the content of the last message from the segment
controller received at the respective node(s). In the example
of a software update, the last message, which the node
receives from the segment controller, may include a software
image, possibly encoded by a secret key. Therefore, the cor-
responding response message from the node to the segment
controller may comprise information about the node identity
and/or a fingerprint of the software image, so that the service
center may verify that the right node is updated and/or that the
node is updated with the right software. Therefore, the service
center may be only involved in the protocol, when providing
the protocol information to the segment controller and when
receiving the confirmation message from the segment con-
troller. Thus, communication with the service center is
reduced, while still enabling secure controlling of the net-
work nodes via an intermediate entity, i.e. the segment con-
troller.

In a preferred embodiment of the present invention, the
system is applied for telemanagement of a lighting system.
For instance, the node of the wireless network may corre-
spond to a luminaire of the lighting system, such as a street
lighting system or any other lighting system. In such systems,
communication between the segment controller and the ser-
vice center may rely on third party structures, while commu-
nication between the segment controller and the nodes are
based on the wireless transmission within the network. There-
fore, reducing communication with the service center results
in lower maintenance costs.

According to another aspect of the present invention, a
control unit for a segment controller is provided allowing for
secure protocol execution in a wireless network one or more
nodes. By means of the control unit according to the present
invention, the segment controller is adapted to perform a
protocol based on protocol information provided by a service
center in order to control at least one of the network nodes,
wherein the execution of the protocol depends on at least one
response message of the controlled node. Thus, the control
unit for the segment controller according to the present inven-
tion can be applied to a segment controller of any above-
described embodiment for a system according to the present
invention. The control unit may be incorporated, integrated,
mounted to or operatively coupled to the segment controller.

According to a further aspect of the present invention, a
method for secure protocol execution in a wireless network
having one or more nodes is provided. According to the
method, protocol information is provided to a segment con-
troller of the network for control of at least one of the network
nodes. The segment controller performs the protocol based on
the received protocol information. For this, the segment con-
troller needs at least one response message of the at least one
node in order to carry out the protocol. Hence, the method
according to the present invention is adapted to be performed
by the system or the control unit of a segment controller
according to any of the above-described embodiments of the
present invention.

These and other aspects of the invention will be apparent
from and elucidated with reference to the embodiments
described hereinafter. The invention will be described in more
detail with respect to exemplary embodiments that are illus-
trated by the accompanying figures. However, the invention is
not limited to these exemplary embodiments.
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BRIEF DESCRIPTION OF THE DRAWINGS

In the figures:

FIG. 1 illustrates an example of a wireless mesh network;

FIG. 2 shows a flow diagram illustrating an embodiment of
the present invention;

FIG. 3 shows a schematic view of the process of FIG. 2;

FIG. 4 shows a diagram for a process according an embodi-
ment of the present invention;

FIG. 5 illustrate the principle of a HASH chain;

FIG. 6 shows a flow diagram illustrating another embodi-
ment of the present invention;

FIG. 7 shows a schematic view of the process of FIG. 6; and

FIG. 8 shows a flow diagram illustrating an embodiment of
the present invention.

DETAILED DESCRIPTION

Preferred applications of the present invention are actuator
networks, sensor networks or lighting systems, such as out-
door lighting systems (e.g. for streets, parking and public
areas) and indoor lighting systems for general area lighting
(e.g. for malls, arenas, parking, stations, tunnels etc.). In the
following, the present invention will be explained further
using the example of an outdoor lighting system for street
illumination, however, without being limited to this applica-
tion. In the field of lighting control, the telemanagement of
outdoor luminaires via radio-frequency network technologies
is receiving increasing interest, in particular solutions with
applicability for large-scale installations with segments of
above 200 luminaire nodes. Since radio frequency (RF) trans-
missions do not require high transmission power and are easy
to implement and deploy, costs for setting up and operating a
network can be reduced. However, the data packet transmis-
sion may alternatively use infrared communication, free-
space-visible-light communication or power line communi-
cation.

In a telemanagement system for lighting control, the num-
ber of luminaire nodes 10 is extremely high. Hence, the size
of the network is very large, especially when compared to
common wireless mesh networks, which typically contain
less than 200 nodes. In addition, the nodes 10 typically have
limited processing capabilities due to cost considerations, so
that processing and memory resources in the luminaire nodes
10 will be limited. Thus, security measures and communica-
tion protocols for transmitting data packets between single
nodes 10 should consider the limited resources for efficient
and secure data packet transmission. Finally, compared to
other so-called ad-hoc mesh networks, the telemanagement
system for an outdoor lighting control network is stationary,
i.e. the luminaire nodes 10 do not move. Since the luminaire
nodes 10 (e.g. the lamp poles) are stationary, node positions
will not change over time. Thus, the physical positions of the
nodes 10, for instance GPS-coordinates or other position
data, may be known in the system, enabling geographic or
position-based routing using pre-programmed or predefined
positions.

Inthe following, embodiments of the present invention will
be described using the example of a protocol for software
updates. However, the present invention is not limited thereto
and the protocol to be performed by the segment controller 60
may also relate to activation of node features and the like.

In FIG. 2, a first embodiment for ensuring secure protocol
execution by the segment controller 60 is shown. In FIG. 3,
the data traffic of the example shown in FIG. 2 between the
service center 80, the segment controller 60 and the network
node 10 is schematically illustrated. The arrows in FIG. 3
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indicate the direction of communication, while time can be
considered to run in the downward direction.

In a first step S200, the service center 80 provides infor-
mation for executing a protocol to the segment controller 60.
Receiving this information, the segment controller 60 starts to
perform the corresponding protocol. Thus, the segment con-
troller 60 transmits a first message to one or more nodes 10
(S210), e.g. for announcing the start of the protocol. Each
node 10 acknowledges the message received from the seg-
ment controller 60 with a response message including an
index or identifier of the content of the received message and
anidentifier or key indicating the node identity (S220). In step
S230, the segment controller 60 collects the response mes-
sages from the nodes 10 and forwards them in a compressed
form, e.g. aggregated in a batch message, to the service center
80. By these means, the service center 80 can verify that the
segment controller 60 has performed the first steps of the
protocol correctly and successfully. This may include verify-
ing that the first message included the correct content, that the
first message was successfully received by the nodes 10 or
that the segment controller 60 has transmitted the first mes-
sage to the correct nodes 10, i.e. to the target nodes of the
protocol. After having determined that at least one verifica-
tion was successful, the service center 80 transmits informa-
tion for further steps of the protocol to the segment controller
60 (S240). Thus, in step S250, the segment controller 60 can
perform the next step of the protocol, e.g. transmitting a
second message to the nodes 10. Preferably the second mes-
sage comprises the software image of the software update,
which is stored by the nodes 10 in step 260. In addition, some
identifying means may be included in the first message and
the second message, so that the nodes 10 can verify the
content of the received second message before storing it
(S260). Then, in step S270, the nodes 10 transmit to the
segment controller 60 second response messages, which
dependent on the received content and the respective node
identity like the first response messages. In step S280, the
segment controller 60 aggregates the second response mes-
sages into a batch of messages and forwards it to the service
center 80. After successful verification by the service center
80, the service center 80 provides a reboot key to the segment
controller 60 for activating the new software (S290). When
receiving and successfully veritying the reboot key, the nodes
10 are rebooted in step 2100. Optionally, the segment con-
troller 60 may receive confirmation messages from the nodes
10 after rebooting and forward them in a further message
batch to the service center 80. For increasing security, also
certain time intervals may be set for receiving expected mes-
sages. For instance, a maximum time interval may be set at the
service center 80 for the initiation of the protocol in step S200
and the provision of the reboot key in step S290. It is also to
be understood that more than two steps of the protocol are
controlled in this way, i.e. that there are further iterations like
the steps S200 to S230 or S240 to 280.

Therefore, according to the embodiment shown in FIGS. 2
and 3, the nodes 10 report to the service center 80 via the
segment controller 60, which of'the nodes 10 has received the
message from the segment controller 60 and what they have
received. Only after the service center 80 has verified correct
protocol execution, it provides the segment controller 60 with
information for further steps of the protocol. Since the seg-
ment controller 60 bundles the response messages of the
single nodes 10 and forwards them in a batch message, the
data traffic between the segment controller 60 and the service
center 80 can be reduced. Thus, due to the dependence of the
response messages of the nodes 10 on the node identity and on
the content of the message received from the segment con-
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troller 60, the segment controller 60 will only receive valid
response messages, when performing the protocol correctly.
Therefore, although the protocol is performed by a not fully
trusted entity, i.e. the segment controller 60, correct protocol
execution can be stepwise enforced without requiring high
data load on the connection to the service center 80.

In FIG. 4, a more detailed example for the first embodiment
of'the present invention is shown. In this example, the service
center 80 knows a commissioning key K__,, common to all
nodes of the network, node identities or node specific keys
K,z of the network nodes 10, a HASH-function such as
SHAZ256 is used by the nodes in the network, a start value of
the HASH-function a,, and at least one of an iteration number
1 of the HASH-function and a last used HASH-chain element
a;. The network nodes 10, in contrast, know the commission-
ing key K__,,, the HASH-function SHA256 of the network, a
last element or anchor a,, of the HASH-chain and the last
HASH-chain element a; that has been disclosed.

In FIG. 5, the principle of a HASH-chain is illustrated. The
HASH-chain includes N elements a, that are generated using
a one-way HASH-function witha,=HASH(a;_,). Thus, each
element a, of the HASH-chain can only be generated based on
the preceding HASH-chain element a,_,. Since only the ser-
vice center 80 knows the initial HASH-chain element a,,, only
the service center 80 can generate the next HASH-chain
element a,, | . For authentication of an information, the service
center 80 uses the HASH-chain elements a, in the opposite
direction, as shown in FIG. 5. For instance, the service center
80 includes the current HASH-chain element a,_; in a mes-
sage to the node 10. Then, the node 10, which only knows the
last used HASH-chain element a,, can verify the message by
checking whether a,=HASH(a;_,). By these means, infor-
mation can be authenticated without need for public-key
cryptography.

As shown in FIG. 4, the service center 80 initiates the
execution of a software updating protocol performed by the
segment controller 60 by transmitting a first message M1 to
the segment controller 60. The first message M1 includes a
preack, the preack being the value of a function such as a
message authentication-code function depending on a current
HASH-chain element a; _, and a fingerprint of the software
update. Here, the fingerprint can also refer to a value of a
function or a string. For instance, the preack may be obtained
using the following expression:

M1 :preack=HMAC(SHA256(E,(SW))|salt,a;_;),

wherein the two upright lines indicate concatenation, HMAC
relates to a keyed HASH-message authentication-code,
SHA256 is a HASH-function SHA-2 with a 256-bit finger-
print, E . relates to an encryption function based onan encryp-
tion key K, SW denotes the software update, salt is an at least
16 byte nonce specific for the software update and a; _, is the
current HASH-chain element. The encryption key K may be
derived from the commissioning key K, and the salt, e.g. as
K=HMAC(salt, K__,,). The segment controller 60 forwards
the message M1 to the node 10, which stores the preack. The
preackis used for enabling verification of the software update
and the origin of the message content in a subsequent step.
Since the preack has only very small information amount,
memory at the nodes can be saved. Then, the node 10 creates
a response message M2 based on the message content of the
received message M1 and the node specific key K, .. For
instance, the response message M2 of the node 10 may
include the result of following expression:

M2:SHA256(M1|K 000
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In general, a message authentication code is derived from M1
and K, ;.- If the segment controller 60 does not receive a
response message M2 from an addressed node 10, the seg-
ment controller 60 may request this node 10 to sent the
response message M2. Possibly, a certain time interval is set
at the segment controller 60 for defining a maximum time
interval for receiving the response messages. After the seg-
ment controller 60 has received the response messages
M2 . .---,M2, . »from the respective nodes 10, it
transmits a message M3 to the service center 80 based on the
received response messages M2, 1, . .., M2, .. A For
instance, the segment controller 60 aggregates the response
messages M2, 1> - - - s M2, .. A ©.g. using the HASH-
function: - -

M3:SHA256(M2,,0g. 4l - - - IM2,040 w)

If the service center 80 has not received the message M3
within a predetermined time, the service center 80 may
request the message M3 from the segment controller 60.
When receiving the message M3, the service center 80 can
verify using the message M3 that the correct target nodes 10
have been addressed and that all target nodes 10 have suc-
cessfully received the first message M1. Then, the service
center 80 transmits a message M4 to the segment controller
60 including the encrypted software update E(SW), the salt
and the current HASH-chain-element a; _,. The segment con-
troller 60 calculates a fingerprint of the encrypted software
update, e.g. SHA256(E(SW)), and transmits a message M5
to the node 10 including the fingerprint of the encrypted
software update, the salt and the current HASH-chain ele-
ment a;_,. Then, the node 10 determines whether the value of
the preack received in the message M1 is identical to the result
of'a predefined function, when inputting parameters received
with the message M5. Hence, in the example shown in FIG. 4,
the node 10 checks whether:

preack==HMAC(SHA256(Ex(SW))|salt,a; _,))

In addition, the node 10 determines whether the last used
HASH-chain element a, can be derived by applying the
HASH-function to the HASH-chain element a, _, included in
the message M5, e.g. whether SHA256(a;_, )=a;. If both of
these verification processes are successful, the node 10
accepts the fingerprint of the encrypted software update and
the salt, which were received with the message M5, and
switches to a software update mode. Moreover, the node 10
can now calculate the encryption key K based on the salt and
the commissioning key K_ .. Meanwhile or afterwards, the
segment controller 60 transmits a further message M6 to the
node 10 including the encrypted software update. If the node
10 can verify that the previously accepted fingerprint is iden-
tical to the calculated fingerprint of the encrypted software
update received with the message M6, it will accept the soft-
ware update and store the same. Instead of transmitting the
messages M5 and M6, however, the segment controller 60
may also just forward the message M4 to the node 10. Any-
way, the node 10 will return a second response message M7 to
the segment controller 60 including a fingerprint of the
received encrypted software update, the salt, the current
HASH-chain element a,_; and the node specific key K, _ ..
For instance, the message M7 may include:

MT:SHA256(SHA256(Ex(SW))|saltla_|IK,oze)

The segment controller 60 collects the response messages
M7, 40 15 - - - » MT,,,4, » from all nodes 10 and aggregates
them into a batch message M8, which is transmitted to the
service center 80. After having received and verified that the
message M8 is correct, i.e. that the segment controller 60 has
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executed the protocol steps correctly, the service center 80
provides the segment controller 60 with message M9 includ-
ing the next HASH-chain element a;_,. This is used by the
segment controller 60 as a reboot key for rebooting the target
nodes 10 and activating the new software. Thus, in the last
step, the segment controller 60 forwards the message M9
including the reboot key or HASH-chain element a,_, to the
network nodes 10. When verifying that the HASH-chain ele-
ment key a, _, is valid, the network nodes 10 can be rebooted
in a synchronized manner and the new software on the net-
work nodes 10 is activated. Possibly, a confirmation of the
successful update and rebooting is sent from the nodes via the
segment controller 60 to the service center. It should be noted
that instead of the HASH-function SHA256, any other cryp-
tographic function can be used to generated a message
authentication code.

Thus, a fingerprint of a software update can be distributed
to predetermined target nodes 10 or to all nodes 10 of the
network and the nodes 10 can be rebooted in a synchronized
manner. This approach uses two links of the HASH-chain to
sign the software fingerprint and the rebooting message,
respectively. Moreover, the software update itself is protected
with a secret encryption key K specific for the software
update, so that the segment controller 60 has no access to the
software update. Therefore, according to the first embodi-
ment of the present invention, a secure and economic protocol
for software updates can be provided without the need of
public key cryptography.

However, this embodiment has a few limitations. For
instance, it requires that the service center 80 is online, since
a software update can only be finished after providing the
reboot key in the message M8. Moreover, the protocol can be
manipulated in order to store another software on the network
nodes 10, yet without being able to activate this software. This
fake software upload attack may occur as follows: After
reception of message M4, the manipulated segment controller
60 can send a number of fake messages M1, so that the nodes
10 have to drop the actual message M1 provided by the
service center 80. Then, the segment controller 60 can gen-
erate a fake message M5 based on a fake software update. If
the segment controller has even access to the commissioning
key K_,,,» the segment controller 60 may be able to generate
avalid software encryption key K using the salt received with
the message M5 from the service center 80 and put another
software on a node 10. Generally, however, the segment con-
troller 60 will have no access to the commissioning key K,
and can hence create no valid encryption key K. In this case,
the segment controller 60 can only fill the memory of the node
10 with useless information. Yet, in any of these cases, the
segment controller 60 cannot activate the fake software,
because it lacks the HASH-chain element a,_, as reboot key.

In FIG. 6, a second embodiment of the present invention is
illustrated, which can overcome at least some of these draw-
backs of the first embodiment. FIG. 7 is a schematic view of
the embodiment described with respect to FIG. 6 indicating
the direction of communication between the different entities.
The main difference of this embodiment to the first embodi-
ment is that the segment controller 60 is provided with all
information for protocol execution with a first message from
the service center 80, wherein the information for different
protocol steps is encrypted based on different keys. By these
means, the data traffic between the service center 80 and the
segment controller 60 can be minimized, so that the service
center 80 only has to trigger the software update protocol and
optionally receive an acknowledgement, once the protocol is
finished. Thus, this allows for offline operation of the service
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center 80, since the service center 80 only has to provide the
first message M0 and can then be offline for the rest of the
time.

In afirst step S500 of FIG. 6, the service center 80 provides
the segment controller 60 with all information required to
execute a software update protocol. Yet, only a first part of this
information is not encoded and can thus be used by the seg-
ment controller 60. The segment controller 60 forwards this
part of information to the respective target nodes 10 (S510).
Each node 10 returns a response message based on the
received message content and its node identity (S520). Using
the response messages from the nodes 10, the segment con-
troller 60 is now able to generate a first encryption key (S530)
in order to decode a further part of protocol information.
Since the response messages depend on the node identity and
on the message content transmitted to the node and since the
segment controller 60 is only able to decode the next part of
protocol information with valid response messages, the seg-
ment controller 60 is forced to provide the correct content to
the correct nodes 10 in order to be able to proceed with the
protocol. Using the generated encryption key, the segment
controller 60 can decode the second part of the protocol
information and forward it to the network nodes 10 in step
S540. Possibly, the network nodes 10 verify the second part of
the protocol information before storing it (S550). In step
S560, the nodes 10 transmit second response messages to the
segment controller 60. Based on the second response mes-
sages, the segment controller 60 can generate the second
encryption key (S570) and decode a further part of the pro-
tocol information. These steps may be repeated, until the
segment controller 60 can decode a reboot key included in the
protocol information received from the service center 80 and
forward the reboot key to the nodes (S580). If the reboot key
is determined to be valid, the nodes 10 are rebooted and the
new software is activated (S590). Preferably, the protocol is
completed by transmitting a conformation message to the
service center 80 in step S5100. This confirmation message
may relate to acknowledgements of the nodes 10 aggregated
by the segment controller 60, which may respectively include
the node identity or a node specific key and a fingerprint of the
activated software. By means of this confirmation message,
the service center 80 can verify whether all nodes 10 have
been successtully updated and whether the correct software
has been used. Hence, also in this embodiment, correct pro-
tocol execution by the segment controller 60 is enforced step
by step and activation of new node software is only possible
after successful verification of the single protocol steps.

In FIG. 8, an example for the second embodiment accord-
ing to the present invention is illustrated in more detail. Simi-
lar to the example illustrated in FIG. 4, the service center 80
knows the commissioning key K__,, of the network, the node
specific keys K, ;. or node identities, the HASH-function of
the network, e.g. SHA256, the initial HASH-chain element a,,
and the last used HASH-chain element a, or an iteration
number of the HASH-function 1. The node 10 knows about its
node specific key K, ,, or its node identity, the commission-
ing key K__,,,, the HASH-function SHA256, the last element
or anchor of the HASH-chain a,, and the last used HASH-
chain element a, . For starting the protocol, the service center
80 transmits a first message M0 including the preack and at
least two further information blocks, which are encrypted
based on different encryption keys K,. In the example shown,
only two further information parts are shown, encrypted with
encryption key K1 and K2, respectively. Thus, the message
MO0 may comprise:

MO:preack;E g (SHA256(E,(SW)),salt,a; _,E(SW));
Exolaz )
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With the message M0, the segment controller 60 should be
able to execute the protocol, e.g. for updating software on the
nodes 10, without further interference from the backend.
However, since only the preack is not encoded, the segment
controller 60 can only use the preack in the beginning. Thus,
the segment controller 60 transmits a message M1 including
the preack to the node 10. The preack value has been gener-
ated by the service center 80 based on the salt or random
number specific for the software update, the current HASH-
chain element a,_, and the fingerprint of the encrypted soft-
ware update. For instance, the preack value may be derived as
described above for the first embodiment. After receiving the
preack with the message M1, the nodes 10 store the preack
and return a first response message M2 that might be depen-
dent of a fingerprint of the content of the message M1 and the
respective node specific key K, ;.. For instance, the message
M2 may include the value of the function SHA256
M1|K,,,z.)- As described above, predefined time intervals
may be set also in this embodiment for defining a maximum
time interval between two messages or protocol steps. For
instance, if the segment controller 60 does not receive the
response messages M2, 1, - - - » M2, .. A from all the
nodes 10 within a predefined time interval, the segment con-
troller 60 may request the response message M2 from the
corresponding node 10. When having received all response
messages M2, . 1...., M2, x,thesegment controller 60
can determine a first encryption key K1, e.g. using a key
derivation function as the next one:

K1=SHA256(M2, 040 1] - - - IM2p050 n)s

Using this encryption key K1, the segment controller 60 can
decrypt the second part of the protocol information, in the
above example relating to the fingerprint of the encrypted
software update SHA256(E,(SW)), the salt, the current
HASH-chain element a;_, and the software update E,(SW)
encrypted with the encryption key K. The encryption key K
can be based on the commissioning key K__,, and the salt, as
described above. Then, the segment controller 60 forwards
the decrypted fingerprint of the encrypted software update
SHA256(E,(SW)), the salt and the current HASH-chain ele-
ment a, ; in a message M3 to the node 10. After having
received the message M3 from the segment controller 60, the
node 10 determines whether the preack value received with
the message M1 is identical to a predetermined function of the
fingerprint of the encrypted software update, the salt and the
current HASH-chain element a, _; and whether the HASH-
chain element included in the message M3 is valid. If this is
the case, the node 10 accepts the salt and the fingerprint of the
encrypted software update included in the message M3 as
software fingerprint and switches to the software update
mode. Based on the salt and the commissioning key K __ ., the
node 10 can calculate the encryption key K. Then, the seg-
ment controller 60 transmits a further message M4 including
the software update encrypted with the encryption key K to
the node 10. If the result of a given fingerprint function of the
received encrypted software update is identical to the previ-
ously defined fingerprint, e.g. if fingerprint=? SHA256(E
(SW),..coivea))s the node 10 accepts the software update.
Instead of transmitting two messages M3 and M4 to the node
10, the segment controller 60 can also transmit only one
message including the fingerprint of the encrypted software
update, the salt, the current HASH-chain elementa, , and the
encrypted software update. In any case, the node 10 transmits
a response message M5 to the segment controller 60 includ-
ing a value calculated based on the fingerprint of the
encrypted software update, the salt, the current HASH-chain
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element a; , and the node specific key K,,, ;.. For instance,
the value may be calculated based on the following expres-
sion:

SHA256(E(SW))|saltllaz, ,[|K,q)

In case the segment controller 60 does not receive the
response message M5 from the respective mode 10 within a
predefined time interval, the segment controller 60 may
request this response message MS5. Using the received
response messages M5, ., ., ..., M5, ., ., the segment
controller 60 can compute the second encryption key K2 and
decrypt the third part of protocol information that was
included in the message M0 from the service center 80. For
instance, the encryption key K2 can be calculated based on
the following expression:

K2=SHA256(M5,, ;0 || . IM5, 50 n)

Optionally, the second encryption key K2 may also be used
by the segment controller 60 as a conformation message to be
transmitted to the service center 80. In a final step, the seg-
ment controller 60 transmits a message M7 to the node 10
including a next HASH-chain element a,_,, which is used as
a reboot key and was included in the third part of protocol
information. The node 10 verifies the rebootkey by determin-
ing whether the HASH-chain element is correct, e.g. by deter-
mining whether:

SHA256(a; 5)==az_,

Ifthis is the case, the node 10 is rebooted and the new software
is activated.

The gist of this embodiment relies on the fact that the
information that the segment controller 60 has to distribute to
the network nodes 10 in messages M3, M4 and M7 is
encrypted with different keys K1 and K2. These encryption
keys depend on the acknowledgements from the respective
network nodes 10. Thus, the segment controller 60 can only
decrypt and therefore use the next protocol information, if all
network nodes 10 send the expected acknowledgements or
response messages. In this way, correct operation is enforced
and ensures the right behavior of the segment controller 60: If
the segment controller 60 does not follow the protocol, it
cannot use the protocol information for the next protocol
steps because the information is encrypted. If the segment
controller 60 behaves in the right way, it can decrypt the
information and follow the expected protocol operation.
Moreover, communication with the service center 80 can be
reduced, since the communication takes mainly place
between the partially trusted segment controller 60 and the
nodes 10 without reducing system security. This allows off-
line operation of the service center 80.

Therefore, according to the present invention, services
from the backend can be provided by enforcing correct opera-
tion of an intermediate entity that is not fully trusted. More-
over, data traffic to the backend and operations at the backend
can be minimized, thus simplifying the network manage-
ment. Since the communication link between the segment
controller 60 of the network and the service center 80 at the
backend often relies on third party infrastructures such as
GPRS, this also reduces maintenance costs of a network. The
embodiments of the present invention are in particular suit-
able for large wireless networks such as outdoor lighting
systems for enabling services from the service centre 80, e.g.
for updating dimming patterns of luminaire nodes 10 in a
street lighting system or for transmitting other configuration
or commissioning information. Here, it is important to ensure
that only nodes 10 of the network receive the information.
However, the embodiments of the present invention are also
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applicable to any other protocol, application, system or net-
work exhibiting a communication and trust pattern as
described above, e.g. a lightweight ZigBee-IP.

The invention claimed is:

1. A system for secure protocol execution in a network,
comprising:

anode;

a service center for providing protocol information for

controlling the node; and
a segment controller for performing a protocol according
to the protocol information to control the node;

wherein at least one response message of the node is
required at the segment controller for performing one or
more steps of the protocol, wherein the segment control-
ler is configured to use the response message from the
node for decryption of at least part of the protocol infor-
mation.

2. The system according to claim 1, wherein the response
message is based on at least one of a node identity and a
fingerprint of a message received from the segment controller.

3. The system according to claim 1, wherein the segment
controller is configured to forward at least a part of the
decrypted protocol information to the node.

4. The system according to claim 1, wherein the segment
controller has the protocol information for all steps of the
protocol and/or wherein the protocol information for at least
two steps is encoded based on different keys.

5. The system according to claim 1, wherein the segment
controller is configured to use the response message from the
node for requesting further protocol information from the
service center.

6. The system according to claim 1, wherein the service
center and/or the node knows about at least one of a security
key, a hash function, an iteration number of a hash function
and an anchor of a hash function.

7. The system according to claim 1, wherein the protocol
includes providing information to the node, the information
being protected based on a secret key derived from a master
secret and an information identity number.
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8. The system according to claim 1, wherein the service
center is configured to provide a salt or a nonce specific for the
protocol to the node.

9. The system according to claim 1, wherein the protocol
includes at least one of the steps of providing configuration
information to the node, reconfiguring the node and rebooting
the node.

10. The system according to claim 1, wherein the service
center is configured to provide a current hash chain link to the
segment controller for rebooting the at least one controlled
node.

11. The system according to claim 1, wherein the segment
controller is configured to send a confirmation message to the
service center based on a response message from the node.

12. The system according to claim 1, wherein the node of
the network is associated to a luminaire of a lighting system.

13. A control unit for a segment controller for secure pro-
tocol execution in a network having at least one node, the
control unit comprising:

a processor to perform a protocol based on protocol infor-
mation provided by a service center to control the node,
wherein at least one response message of the node is
required at the segment controller for performing one or
more steps of the protocol, wherein the segment control-
ler is configured to use the response message from the
node for decryption of at least part of the protocol infor-
mation.

14. A method for secure protocol execution in a network

having at least one node, comprising the steps of:

providing protocol information to a segment controller
(60) for controlling the node; and

performing a protocol based on the protocol information to
control the node;

wherein at least one response message of the node (10) is
required at the segment controller for performing one or
more steps of the protocol, wherein the segment control-
ler is configured to use the response message from the
node for decryption of at least part of the protocol infor-
mation.



